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Abstract

Although databases for geographic information systems (GIS) have been developed to
manage digitel map data, the integration of remotely sensed imagery and other collateral
non-map information is rarely porformed. For the most part, the use of sophisticated
intelligent spatial datahases, in which the user can query interactively about map, terrain,
or associated imagery, is unknown in the GIS and cartographic community. In standard
GIS systoms, the ability to formulate complex queries requiring dynamic computation of
factual and geometric properties is severely limited, often reflecting its origin as collections
of thematic map overlays. Spatial database research requires the integration of ideas ana
techniques from many disciplines such as computer graphics, computational gecmetry,
database methodology, image analysis, photogrammetry, and artificial intelligence. In
this paper we discuss some ideas on Low the scop: of geographic information systems can
be expanded by utilising techniques from the Al community which may remedy
deficiencies in user interfaces, spatial data representation and its utiliza.'»n. We draw on
ongoing rescarch at Carnegie Mellon University for examples of these techniques in the
areas of image/map database and knowledge-based image interpretation.

1. Introduction
In this paper we discuss some poas:ble roles for Artificial Intelligence (AI) in the design of
future geographic information systems. The remote sensing and geographic information
communities have had significant interactions in the use and analysiz of spatial data,
whether sensed or derived, since their inception. Other research disciplines that have
contributed in this area include photogrammetry, geodesy, earth sciences, cartography,
and computer science. Because of this diversity the term 'geographic information systems’
has a variety of meanings, often shaded by the background or application area of the
researcher. This is easily seen in the GIS literature; see, for example, the proceedings of
the ASPRS AUTOCARTO Workshop series, orl, a conference on Geographic Information
Systems in Government sponsored by the U.S. Army Engineer Topographic Laboratories.
This paper is written from the perspective of a computer scientist working the areas of
computer vision and artificial intelligence as applied to spatial databases and knowledge-
based aerial image analysis. The view of a spatial database is quite broad and general: it
should contain access to three-dimensional entities, both naturali and manmade, tied to
their geographic coordinates, with a rich and flexible set of attributes and descriptions. A
flexible attribute set is one where the uscr, rather than the system architecture, defines the
. sets of properties or attributes that a spatial entity can assume. This also holds for the
retrieval mechanisms provided by the system. This broad scope has some advantages. We
are not focused on a particular spplication domain such as forestry, ~gronomy, geology, or
cartography. Our goal is to produce a general framework within which any application
can be accommod.'ed. Further, these requirements begin to cross the line between
traditional database methodologies and knowledge base design and maintenancs

met.hodologies2. How well we achieve that goal can be judged by the variety of
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applications that can be supported by the spatial database architecture, some of which are
briefly described in this paper.

The primary thrust of this paper is that the concept of a geographic information system
should be extended to include remotely sensed imagery, and that such imagery can become
a focus for user interaction, spatial database update, and emerging image interpretation
and analysis capabilities. Secondarily, sub-areas of Al such as knowledge representation
and utilisation, knowledge acquisition, and computer vision have reached a stage of
maturity that will have impact on spatial database representation and landus:
claszification systems based on remotely senssd imagery. In this Section we expand upon
these ideas.

1.1. Integrating Imagery

There are several reasons why remotely sensed imagery should be an integral compoaent
of a geographic information system and why the lack of such an image display component
hag caused an apparent dichotomy between the producers of spatial data and traditional
GIS users. That is, GIS users do not have the tools to be producers of spatial knowledge,
and they are not generally sxplicitly aware of the source or accuracy of their data. First,
most GIS databases are produced by digitising map products. The original .nap products
may be produced from imagery, using rigorous photogrammetric techniques, or may be
derived from other cartographic products. There may be several levels of abstraction and
generalization between the cartographic product and the remotely sensed data that was
originally used to produce it. Once a map product is produced, none of the associated data
used to produce it remains available. That is, the product is divorced from the quality,
reliability, and timeliness of the source material. For example, interpolation of digital
terrain models from contour maps is not unheard of, nor is interpolation of discrete depth
points for bathymetric models. How accurate is this interpolated data? Only by knowing
the source and derivation methods can we begin to establish data accuracy.

Second, the user interfaces for most geographic information systems are limited to:

o Display of all topographic data within an area of interest. Usually this is
accomplished by scaling and drawing all polygon vectors within a bounding
rectangle.

¢ Recall f topographic data based upon the data type. For example, all
polygons labeled as 'forest’ in the terrain coverage overlay. Often the user is
provided a small fixed length field within which he is free to store ’attributes’
without any structuring or consistency checking by the GIS.

o Search for internally generated identifiers.

o Display of graphic icons within an area of interest.
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significant advantages in using remotely sensed imagery as a medium of interaction in a
geographic information system. The user can formulate queries into the spatial database
using multi-resolution imagery to specify an area of interest for spatial indexing, or to
specify a generic type of feature by pointing to an exemplar in the scene. With the
additional capability of explicii image-to-map correspondence by dynamically calculating
ground coordinates as user indicates image (or display) coordinates, the image can act as a
map for a user unfamiliar with an area of interest.

This should not be surprising. It is often the case that the image contains more detail
and information to a user than a digitized map. It may be easier for a user to orient
himself to a geographic area using imagery than a map overlay. Further, given the basic
capability of image-to-map and map-to-image correspondence there can be interesting
juxtapositions: very small acale imagery can be used to show overall spatial organisation at
a level of political, or geophysical boundaries which then switch to parcel level descriptions
on large scale imagery. Pointing to a low resolution overview image in one portion of the
display can cause high resolution imagery of the corresponding area to be dynamically
displayed. Finally, given the appropriate phorogrammetric and graphic analysis tools, the
user can modify the baseline database to suit his own particular needs. Onc can then view
the GIS as u general topologically consistent framework within which the user can:

3
While these techniques may suffice in a variety of applications we believe that there are
{

Bl & 8

e Make minor modifications by observing changes or mizsing features in the
update imagery.

o Intensify local areas of a large globul database wit'iout having to maintain a
homogeneous level-of-datail.

e Add features of temporal interest to a baseline GIS and ’playback’ changes
over time.

PRaw_ S

There are several reasons why this has not een d.:-.¢ within the GIS or computer vision
communities.

o Cost: requires a high resolution, multi bit per pixel display to be effective.

o Requires an photogrammetric mode' associated with each image so that
geographically referenced data can be accurately superimposed on the image
and that coordinates generaed via user interactions with the display can be
transformed from display space, to image space, to geographic coordinates.

e Requires a partial solutior .o the 'clutter problem’, the ability to dynamically
prune the superimposition of objects on the image in areas where there is high
ohiect density.

o Requires dynamic search of a potentially large database to deci.ic what
features to display based (primarily) on their spatial location and intrinsic
properties.
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In Section 3 we describe the MAPS system developed at Carnegie Mellon in which we have
experimented with many of these issues, both in the context of user interfaces to spatial
data, and as a component of image analysis and interpretation systems.

1.3. Alin GIS

Al can play a role in the development of advanced geographic information systems. If
we view geographic information systems as an application area for the use of Al
technology and approaches, there arc several sub-areas of Al which may hold promise such
as knowledge representation and utilisation, knowledge acquisition, and computer vision.
Some task areas where Al techniques may find utility are:

1. Non-traditional representatious of factual information based on semantic
networks of information. Meta-knowledge about the relationships of objects,
normally reserv>d for application-specific systems should become more closely
linked with the topological properties and attributes of spatial objects and
their relation to other apatial objects.

2. Categorising and unifving knowledge about multi-spectral classification of
specific types of remotely sensed imagery, such as LANDSAT MSS and
Thematic Mapper, and SPOT. Such knowledge is usually tightly coupled with
systems which perform image analysis. A more gencral methodology would be
to soparate this knowledge from the data interpretation systems which use it.
The spatial database then becomes a common repository for general knowledge
which is accessible from a variety of applications.

3. Integration of image analysis systems and other data sources with spatial
databases so th..t the spatial database becomes a source of knowledge utilised
during image analysis or classification as well as the repository of the partial
and final results of the analysis.
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The expectations that high performance knowledge intensive svstems based upon Al
technology will transform the remote sensing analysis community by solving many of the
still difficult problems in automated landuse classification including improving their
accuracy and robustness are perhaps premature. Current knowledge-based systems
typically exhibit a rather narrow character -- cften described as shallow. Though
substantial knowledge is collected in the rules, capable of being released appropriately to
perform the task, there is no ability to reason further with that knowledge. The basic
semantics of the task domain are not understood by the system. New rules are not learned
from experience nor does behavior with the existing rules become automaticaliy tuned. To
point out such limitations is not to be hypercritical of the current art. Indeed, the
important scientific disco rery behind the success of Al knowlcdge-based expert systems is
precisely that sufficient bodies of such shallow knowledge could be assembled, without. any
of the supporting reasoning and understanding ability, and still prove adequate to perform
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real consultation taske in the medical and industrial worlds. There are many reviews of
‘expert systems’ in the literature, among those™ 4 describe systems that have actually been
implemented as well as some analyais of their capabilities and level of developinent. Some
interesting comments on the state-of-the-art and future directions can be found in
McDermottS.

1.8, Terrain Classification Systems

One of the most attractive areas for integration of Al methods with remotely sensed
imagery lies in analysis and mt.crpretntnon Recently, researchers investigating and
building terrain classification syat.ema have ndopted an "Al" approach. These traditional
classification systems have been recast to use "rules" in place of decision trees or
multispectral feature analysis. This is unfortunate because the lack of depth of
knowledge, the primary cause of poor performance in the original formulation, has not
been addressed. It is naive to believe that by merely changing methodologies, from
decision trees to "rules" or "evidential reasoning”, that task performance will improve due
to the different representation or classification methodology.

{
F
F

What is lacking in many terrain classification systems is a depth of knowledge applied to
the image under analysis, analogous to the "shallowness" of reasoning in most first-
generation knowledge-based systems. For some tasks simple mappings of spectral
properties to landuse categories may suifice. However, as our performance expectations
rise and the complexity and detail of the remotely sensed image increase, it is unlikely that
classification systems based on shallow reasoning can be pushed much beyond current
performance levels. In fairness, these techniques generally are driven by, and may be
limited by, the ' herent low resolution of the remotely sensed imagery from sources such
as Landsat MS., Thematic Mapper, and SPOT. Nevertheless, world and domain
knowledge must be applied to the classification problem in a systematic method, rather
than using ad hoc scene-by-scene adjustmentas if we expect to improve the state-of-the-art
in terrain classification.

A brief description of the differences between image processing and image understanding
may shed some light on how this can be accomplished. Traditional inage processing
preforms a transformation of a source image to produce another image. Examples are
'difference images’ for change detection, 'thresholded images’ for foreground-background
segmentation, and 'labeled images’ for pixel-based classification. Image understanding
attempts to produce a symbolic representation of the contents of the scene in terms of
non-image descriptions. Examples are 3-dimensional stereo reconstruction, various 'shape
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from’ techniques, model-based interpretation of aerial imagery, and autonomous
navigation.

Image processing generally does not bring much domain knowledge to bear on the
transformation process, while image understanding attempts to use scene geometry,
illumination cues, domain constraints, and spatial constraints to construct a symbolic
1 description of the structures in the scene, usually using multiple (non-image) levels of
representation. Is there an analogy between image processing and landuse classification?
We believe that there is a need for the development of more knowledge intensive symbolic
processing in landuse classification. One role for AI may be in the development of 'landuse
understanding’ systems which utilize knowledge about climate, suil composition, terrain,
and general a prior: map knowledge, in addition to the spectral information contained in
remotely sensed imagery. Such systems will require a spatial database in which such
knowledge can be stored and retrieved when appropriate. We believe that current GIS
organizations are too limited for such a task. In the following section we outline some
capabilities that would move us closer to this goal.

2. Expanding the Scope Of GeographicInformation Systems

One viewpoint for comparing the capabilities of geographic information systems is to
focus on the ability to perform various types of spatial and factual queries. The emphasis
on query capability can be used to drive other functional capabilities related to data
representation, retrieval, and display. It is also interesting to note that in our experience
there is little difference in the underlying functionality between queries generated by an
irteractive user, and those generated by an application program using the spatial
database. Those differences which do arise tend to be ones that are tied to economy of
large transactions in the application versvs small grain responses to an interactive user. A
second viewpoint {or comparison is how search is performed as a consequence of a spatial
or factual query. For large GIS it is not reasonable to assume that brute-force search for
factual or spatial relations will provide tolerable performance. Nor can we assume that all
relationships can be known (precomputed) at the time a qucry is formulated. This implies
a set of space-time tradeoffs betwcen directly representing spatial relationships and their
computation upon demand. In this section we discuss several types of queries that should
form a basis for an advanced GIS and some methods for constraining search during

queries. .
-« 'p‘
2.1. Query Primitives ::.;
For the purposes of discussion, let us define a spatial database system, or image/map ;-r.j
database, as one which integrates digital map, image, and spatially indexed factual data. @
A spatial query on this heterogeneous database can be performed by some combination of _\__d
the following query primitives: o
o
o
Yy
d
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o
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1. Pointing to the digital display of a remotely sensed image or map using 2
cursor, mouse, or other pointing device.

2. Providing gecographic coordinates and spatial constraints such as proximity
and containment.

3. Enumerating the properties of various man-made or natural objects.

4. Naming the spatial entity.

5. Indicating a ’level of detail’ for the query.

6. Invoking an image classification or analysis systemn to find a specified feature
or class of objects.

A s A A S . EE . W W W 8 W SR mE B AR

Primitives (1) and (2) can be characterized as signual access into the image/map
databasc. That is, a transformation into or scarch within the geographic component of the
database must be performed. Primitives (3), (4), and (5) can be characterized as symbolic
access into the image/map database. Search within the symbolic descriptions of each
spatial entity must be performed. Primitive (6) is a hybrid access, requiring signal access
to the image under analysis, and symbolic access to properties of the features or objects
being extracted.

Primitive (3) has been performed by static representation of a small number of spatial
relationships such as ’intersection’ and ’containment’, usually within a relational database
model. However, relationships such as 'within radius’ and 'adjacency’ are not amenable to
such precomputation since their semantics vary widely depending on the task at hand.
Further, traditional relational models do not have adequate methods for structuring large
amounts of spatial data to avoid (nearly) complete search of the database. We believe that
an image/map database should provide computation on demand of spatial relationships
with frequently accessed facts stored after this computation in a 'spatial cache’ or ''nemo
file’. The overall goal is to structure the database and the computational geometry
primitives so that a search is performed to enumerate those features which are potentially
effected by the query, followed by their efficient computation. This partitioning is critical
to all forms of knowledge access, whether signal or symbolic, but is particularly important
in the computation of spatial relationships.

2.2. Constraining Search

In order to realize acceptable performance for dynamic queries within a large spatial
databases the search associated with cach query must be bounded by the system. Search
can be limited in several ways. Depth limiting search implies that there is a hierarchical
relationship between spatial entities, and that all spatial entities have an intrinsic scale
below which they become invisible to the search process. Breadth limsting scarch implies
that large sections of the database can be ignored by observing that the root of a subtree of
the hierarchical database is disjoint (not contained within nor intersects) from the query
area. Breocitk limiting scarch is commonly implemented in a variety of regular spatial

O A A I e Al T e de e e e

A A IR AT R -\-".p e J-,f & MO ATy
IS R Sl ..f.....x - .
S R e s -r‘-r,_c._mm R ATRRAN AN



T —— W WV RO RISV M WU WY FY W W T En A Tan sl TRt e TareTs Taw

decomposition schemes such as quacdtrees and k-d trees, and non-regular methods such as

hierarchical containment trees. However, depth limiting search is an interesting new idea

for consirziniug search in spatial databases. It also provides a practical implementation
» for the representation of ’level of detail’ required for primitive (5).

One method to achieve a depth limiting search in the image/map database is to
t explicitly represent the nution of a 'level of detail’ associated with each query. The 'level

of detail’ can be provided by .he user as a portion of hiz query specification or can be
[ defaulted to the limits imposed by the underlying data. For example, given that the user
[ is pointing at a 1:1,000,000 scale digitized map, the system can enforce that point queries
[ will be limited to searching the database for fcatures which would be portrayed on a
1:50,000 scale map. Thus, individual buildings, roads, and small-scale fecatures that might
be reprasented in the image/map database would not participate in the search. The user
should be able to describe the level of detail using terms like ’to the county level’, 'to the
neighborhood level’, and 'to the finest detail’. These terms can be converted by the system
to scaling factors.

One extension to giving the user explicit control over the level of detail of his query is to
add the capability of "continuous spatial zooming”. By this we mean that the system
should have the ability to interpolate or extrapolate spatial knowledge in order to provide
a response to the spatial query should informaticn not be stored at the requested level of
detail. How this might be performed for certain types of spatial data composed of discrete
samples such as elevation grids or terrain coverage databases as well as for imagery is
fairly well understocd. However, for symbolic data this requirement has problems similar
to those found in cartographic generalization. This implies that the spatial database
maintains a model of what information is directly known, what information can be
derived, and the limits of its derivation capability. We telieve that this is an interssting
area for future research which requires interaction between Al and GIS.

In the remainder of this paper we expand on these themes and give some concrete
examples from our experiences in building research systems for image/map databases,
knowledge-based image interpretation, and three-dimensional (3D) scene generation. In
Section 3 we briefly describe the MAPS system, an image/map database with many of the
characteristics and goals outlinzd in previous sections. In Section 4 we discuss several past
and current research systems developed at Carnegie Mellon, with emphasis on how each
one utilized spatial knowledge to perform its task. Those components of the MAPS system
that were particularly relevant to the overall system design are described. The reader is
directed to the bibliography for a more detailed discussion of each of these systemus.
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3. An Overview of MAPS

The MAPS spatial database® 7' 8 was developed between 1950-1984 supported by the
DARPA Image Understanding Program as research into large-scale spatial databases and
spatial knowledge representation. It is interesting that this system has expanded from its
original research goai of developing an interactive database for answering spatial queries
into a component of several knowledge-based image understanding systemns under
development at Carnegie Mellon University. MAPS is a large-scale image/map database
system for the Washington D.C. area that contains approximately 200 kigh resolution
aerial images, a digital terrain database, and a variety of map databases from the Defense
Mapping Agency (DMA). MAPS has been used as a component for an automated road
finder/follower, a stereo verification module, and a knowledge-based system for
interpreting airport scenes in aerial imager. In addition, MAPS has an interactive user
query component that allows users to perform spatial queries using high resolution display
of aerial imagery as an method for indexing into the spatial database. This capability to
relate, ove: time, imagery at a variety of spatial resolutions to a spatial database forms a
basis for a large variety of interpretation and analysis tasks such as change detection,
model-based interpretation, and report generation.

MAP DATABASE LANDMARK DATASJASE

IMAGE _DATABASE

LANDMARK
LANY‘)E”XA‘,RK IMAGE SCENE
MAP !0 SRI. NESCRIPTION FRAGMENT 'F)gfg'upnm‘

IMAGE <-> MAP
CORRESPONDENCE

ACQUISITION
PARAMETERS

HIERARCHICAL
CONCEPTUAL O. B.

COVERAGE
FILES

ACCESS METHQDS

LANDMARK GEODETIC
NAME LOCATION

DLMS
POLYGON DB P

ACCESS METHODS

GENERIC
IMAGE TO FILE
NAMING

IMAGERY

LANDMARK
INDEX
FILE

ACCESS _METHODS

SIGNAL
SYMBOLIC

TERRAIN DATABASE

TERRAIN BLOCK
INAGE E | 8| nezcHechnooD CONCEPTMAP MAP-GUIDED IMAGE SEGMENTATION
INTERPOLATED DATABASE ‘

. AIRPORT SCENE INTERPRETATION

CONTOUR
AND smps{———
THEMATIC
COVERAGE ‘

. STEREQ IMAGE ANALYSIS

/\ | - COMPUTER IMAGE GENERATION |

ACCESS METHODS

CLOSEST
POINT

BROWSE MENU APPLICATION PROGRAMS
GRAPHICS TERMINAL USING CONCEPTMAP INTERFACE
i n
| - usen

Figure 3-1: MAPS: System Overview
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Figure 3-1 shows the system organization of MAPS. Four databases are maintained
within MAPS: a digital terrain database, a map database, a landmark database, and an
image database. A fifth database, CONCEPTMAP, consists of a schema-based
representation for spatial entities and a set of procedurai methods that provide a uniform
interface to each of the four component databases for interactive users or application
programs. It is this interface that allows us to represent and access image, map, terrain,
t. and collateral data in a manner that best suits the intrinsic structure of the data. At the
same time the CONCEPTMAP latabase provides uniform access to a variety of spatial data
| independent of the particular internal structure. This is in sharp contrast to methods
‘ proposed for uniform representation of image and cultural data such as raster data scts
f and regular decompositions such as quadtrees or k-d trees. In the following sections we
touch on some interesting aspects of the CONCEPTMAP database.

3.1. A Schema-Based Representation For Spatial Entities

The CONCEPTMAP database uses’ a schema-based representation for spatial entities.
Using schemas (or frames) is a well understood AI methodology for representing
knowledge. Such a representation can be combined within several problem-soiving
methods such as semantic networks, scripts or production systems to construct a problem-
; solving systemg. Each entity in the CONCEPTMAP database is represented by one concept
schema and at least one role schema. A concert can represent any spatial cbject and
associates a name with a set of attributes stored in the concept and role scheinata. Figure
3-2 gives definitions of the slot names for concept and role schemata. Figure 3-3 gives an
partial lict of the concepts in the MAPS WASHDC database.

There are three unique identifiers generated by the CONCEPTMAP system which allow
for indirect access to additional factual properties of concept or role schemata.

e TLe concepi-id is vnique across all concepts in ail CONCEPTMAP databases.
That is, given a concept-id one can uniquely Jetermine the name of the spatial
entity.

e The role-td uniquely determines a rele schema across all CONCEPTMAP
databases.

o The role-geographics-id uniquely determines a collection of points, lines or
polygons in vector notation. Each point is represented as
< latitude,longitude,elevaticn>.

As shown 18 Figure 3-2 these identifiers are also used to index into other components of the
MAPS database. For example, the concept-id is used to search for landmark descriptions of
measured ground control points used during the calcu'ation of transform functions for
image-to-map and map-to-image correspondence. The role-id is used as the basic entity
when building a hierarchy tree decomposition as described in Section 3.2. The
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GENERAL SCHECMA DEFINITION . ROLE SCHEMA DEFINITION
SLOT VALUE ROLE-ID
LIST OF SLOT VALUES ROLE -NAME
SYSTEM GENERATED IDENTIFIER | ROLE ~SUBNAME
RgLE-gLAss
ROLE-TYPE
| CONCEPT_SCHEMA DEFINITION ROLE -DERTVATION
CONCEPT-NAME 'ROLE -MARK
CONCEPT-ID LIST OF USER-DEFINED-SLOTS
PRINCIPAL ROLE LIST OF VALUES FOR
LIST OF ROLE-IDS USER-DEF INED-SLOTS
LIST OF ROLE-PRINTNAMES ROLE -GEOGRAPHICS-1ID
SYSTEM GENERATED INDEX INTO SPECIALIZED DATABASES
IDENTIFIERS
CONCEPT-1ID ROLE PRINT-NAMES
LANDMARK
ROLE-ID PROPERTY LIST

GEOMETRIC QUERY LIST
TEXT HISTORY

HIERARCHICAL DECOMPOSITION

ROLE~GEOGRAPHICS-ID | SPATIAL RELATIONSHIPS (MEMO FILES)
2D SHAPE DESCRIPTION

3D DESCRIPTION

CONVEX HULL

IMAGE SEGMENTATION

IMAGE COVZRAGE

Figure 8-2: MAPS: Concept and Role Schemata Definitions

role-geographics-id is used to acquire the unique geographic position for a role schema as
well as for linkage into the MAPS image database and segmentation files generated by
human interaction or machine segmentation. There are three reasons for this approach.
First, it allows CONCEPTMAP to handle very large databases with a minimal amount of
information resident in the application process. The identifiers provide a level of
indirection to the actual data, which is stored in a variety of formats and may or may not
be present for a large subset of the database. Second, we can achieve a great deal of
flexibility and modularity in processes which communicate about spatial entities. Given
the name of a CONCEPTMAP database, a concept-id or role-td uniquely determines the
entity in question. This facilitates the construction of application programs with simple
query structures, requiring a minimum of communication overhead. Finally, given this

:
decoupling from the CONCEPTMAP database, each of the MAPS component databases, }f"
§
\é

image database, terrain database, landmark database, and map database may be
physically resident on a different workstation or mainframe,.
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CONCEPTI tical basin CONCEPT1498 1 enfaat plaza
CONGEPT2 district of columbia CONCEPT198 forrestal building [}
CONCEPTY northwest washiangton COMCEPT197 sast potomac park §
CONCEPT4 mcmillan reservotir . CONCEPT1O8 folger library "
CONCEPTS southwest washington CONCEPT199 senate office building :
CONCEPTS northeast washington CONCEPT200 visitors center )
CONCEPY? virginta CONCEPT201 capital hill park
CONCEPTS maryland CONCEPT202 capitol plaza park
CONCEPT® kennedy center : CONCEPT203 mall ice rink
CONCEPT1O e111pse CONCEPT204 federal office building 8

| CONCEPT11 washington circle CONCEPT208 natural history mussum

CONCEPT12 state department CONCEPT206 federal aviation administration .
CONCFPT1I executive office building CORCFPT207? freer gallery '
CONCEPT14 white house CONCEPT208 smithsonian institution )
CONCEP118 treasury building CONCEPT209 george mason memorial bdridge '
CONCEPT18 department of commerce CONCEPT210 qroup hospital building
CONCEPT1? arlington memorial bridge CONCEPT211 Tisner auditorium
CONCEPT18 etk stadium CONCFPT212 doctors hospital
CONCEPT19 museum of kistory and technology CONCEPT213 route 1
CONCEPT20 key bridge CONCEPT214 dulles atirport
CONCEPT21 kutz bridge CONCEPT218 ° rock creek park
CONCEPT22 george mason bridge CONCEPT218 constitution pond
CONCEPT23 fort stanton reservoir CONCEPT217 geargetown reservoir

Figure 3-3: Concepts from 'washdc’ CONCEPTMAP Database [partial list]

e system-wide attributes: stored in role schema.
o user-de fined attributes:  stored in role schema.
o property-list attributes:  stored in property list database,

CONCEPTMAP .allows users to define additional attributes, called user-de fined, similar in
function to the role-name and role-subname slots described above. Finally, property-list
attributes can also be defined by the user and are capable of representing a variety of
datatypes including ’'strings’, 'integers’, 'double’,and ’list’ using a simple data structure !
based on lists of the fcllowing: j

'

]

)

i

There are three levels of attribution available to users within CONCEPTMAP: i
' !
Z

|

\

|

]

!

{'attribute-name' , 'attribute-value'>

defined for each class type. CONCEPTMAP can be easily configured for a particular
application such as geology or forestry simply by developing an appropriate database
dictionary. User-defined and property-list attributes can be defined dynamically by a
user at an ‘nteractive session.

|
{
Attributes of all three classes are interpreted by CONCEPTMAP using a database dictionary |
{

Figure 3-4 gives a partial dictionary of the system-wide slots and representative values
for a CONCEPTMAP database. Figure 3-5 is a partial dictionary of role-subname values
associated with role-name values in Figure 3-4. An example of property-list attributes is
given in Figure 3-11. In the following sections we illustrate some of the power of the
concept/role schemata for representation and query.
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ROLES:

ROLE-CLASS:

UNKNOWN
BUILCING

BRIDGE

ROAD

RESERVOIR
ATRPORT
RESIDENTIAL AREA
INDUSTRIAL AREA
UNTVERSTTY
PARKS

SPORTS COMPLEX

UNKNOWN
INDUSTRIAL
RESIDENTIAL
TRANSPORTATION
*| NATURAL FEATURE

GOVERNMENT
CULTURAL FEATURE
COMMERCTAL
RECREATTONAL
EDUCATIONAL

ROLE-MARK:

AGGREGRATE~PHYSICAL

AGGREGRATE -CONCEPTUAL

UNKNOWN
ROLE-TYPES: NOHE

GEO-QUERY
UNKNOWN TEMPLATE-QUERY
PHYSICAL NEW-CONCEPT
CONCEPTUAL NEWROLE

MODIFY-CONCEPT

MODIFY-ROLE

NEW-3D

MODIFY-30
MODIFY-NAME-ROLE
EXTRACT-FROM-DATABASE

ROLE-DERIVATION:

frs———

UNKNOWN
HAND-SEGMENTATION
MACHINE-GEGMENTATION
TERMINAL-TNTERACTION
LANDMARK-DESCRIPTION
DUMS-EXTERNAL
UNKN-EXTERNAL

USER DEFINED SLOTS:

USER-DEFINED 'COMPOSITION' (SLOT Q)

UNKNOWN STONE/BRICK
5011 COMPOSITION
ASPHLT EAFTHEN WORKS
CONCRETE ocK

NETAL

Figure 3-4: Qonceptmap Database Dictionary:
System and User Defined Attributes

UNKNOWN
OFFICE OUILDING

OORMITORY
CONCERT HALL
NUSEUM

RAILROAD STATION
ADMINISTRATION
MEMORIAL

ROLE: BUILDING

GIVERNMENT BUILDING

ROLE: AIRPORT

ROLE: UNIVERSITY

MEDICAL CENTER
BQATHOUSE
APARTMENTS
HOTEL/MOTEL

LIGHT MANUFACTURING

GYMNASIUM

PERFORMING ARTS COMPLEX HOSPITAL

LIBRARY
CLASSROOMS
STUDENT UNION

UNKNOWN
COMMERCIAL
MILITARY

UNKNQWN

DORMITORIES
ATHLETIC FACILITIES
UNIVERSITY CANMPUS

'RESEARCH FACILITY
ACMINSTRATION

ROLE: RESERVOIR

STUDENT CENTER
CAFETERIA

UNKNOWN
DRINKING WATER

ADMISSION

puesese— .

ROLE : ROAD

ROLE: BRIDGE

ROLE: SPORTS COMPLEX

UNKNOWN

INTERSTATE HIGHWAY
STREET

AVENUE

RURAL ROAD

TRAFFIC CIRCLE
INTERSECTION
INTRACITY HIGHWAY
ACCESS ROAD

UNKNOWN
RAILROAD
PEDESTRIAN
AUTOMOBILE

UNKNOWN

STADIUN

BOAT MARINA

ICE SKATING RINK

OPEN AREA
GOLF COURSE

ROLE: PARKS

ROLE: POLITICAL

ROLE: RESIDENTIAL AREA

UNKNOWN 200 UNKNOWN UNKNOWN

PLAYING FIELD FORMAL GARDEN STATE SINGLE FAMILY HOUSING
OPEN AREA BLEACHERS COUNTY APARTMENT COMPLEX
POND SCU.PTURE GARDEN cITY MIXED HOUSING
FORESTED AREA DISTRICT

QONONC/ T R R A
MDA S LD
T (B 'I‘?&c ,y "“Q' ‘":‘“i‘.'l‘,fv;‘y‘":’5.‘.?.

Figure 3-8: Conceptmap Database Dictionary:
Subrole Attributes
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3.1.1. Concepts With Multiple Roles

Each concept in the CONCEPTMAP database has one concept schema and at least one
role schema associated with it. Maltiple roles for a concept gives CONCEPTMAP the ability
te represent flexibly spatial knowledge. Multiple roles can be used to denote different
vtews of ‘the same concept rather than creating multiple independent concepts. If there
are multiple roles for a concept, then the principal role slot contains the name of the
default or preferred view. Each role can define the same spatial area by sharing
role-geographic-id slots. For example, the concept 'washington d.c.’ has three roles with
roles-name of 'political entity’, 'geographic cntity’, and 'demographic entity’ that share
the same role-geographic-id.

Multiple roles are also used to indicate whole-part relationships. Spatial entities
composed of collections of individual objects, where each object is not a separately named
concept, can be grouped under an overall concept. Figure 3-6 illustrates this for a subset
of the buildings on the campus of 'george washington university’. There is one concept for
the university, and a variety of roles including dormitories, gymnasiums, classrooms and
student unions. The principal role has a role-geographtc-td which points to a
<latitude/longitude/elevation> description of the perimeter of the campus. The
concept-id can be used to retrieve role print-names for uniquely named buildings,
represented as roles, such as 'lisner hall’ and 'gwu medical center’. From a practical
standpoint this technique avoids a proliferation of concept-name values of the form 'gwu
hospital’, 'gwu classroom 1’, ’'gwu classroom 2', etc. Since the specification of a
concept-name is a predominant method for query in CONCEPTMAP, multiple roles group
together related spatial entities while allowing for full expression of their individual traits
within the database,

Figure 3-7 is a display generated by an interactive user requesting a fump of the concept
'’kennedy center’. It illustrates the use of multi, e roles to define two different vtews of a
concept, and how linkage of one view to the landmark database within MAPS can be
performed. The first role schema defines 'kennedy center’ as a ’concert hall’ with a full
three-dimensional description and shape properties derived from its two-dimensional
boundary. The second role defines 'kennedy center’ to have a role-derivation of
'landmark-description’. When this role is accessed within CONCEPTMAP, a linkage to the
landmark database is automatically performed using the concept-id slot and the textual
information associated with the landmark database is displayed. '

3.2. Hierarchical Decomposition

The CONCEPTMAP database can be used to build a Aterarchy tree data structure which
represents the whole-part relationships and spatial containment of map feature
descriptions, This tree is used to improve the speed of spatial computations by
constraining search to a portion of the database.
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ge.1 g2 washington university (foggy bottom campus)
fale (D: 'UNIVA! Rol2 pointer 0

george washington univorsity (gwu medical centaer)
Rote [D: ‘BULDI29®

Role pointer @0

Rols name: ‘nniversity' subrole: ‘university campus Role name: ‘buitding' subrole: ‘hospital’

Role class: 'residential’ type: 'aggregate-..nceptu Rule class: ‘restdentiat’
Role deriv: ‘hand-segmentation’

Role marx: ‘none’

3D Role I0: *DITNING* 3D Role potnter €0

Pole dertv: ‘terminal-interactien’
Rele mark: 'none’
30 Role tD: 'DIIDISO' 3D Role pointer @0

type. ‘physical’

2Y Points Generic name: 'dciB817° Feature type: 'area composition: ‘concrete’

max coord: lat NS8 84 8 (S5z1) ‘loa WI? 3§ (128)
min coord: lat N8 53 80 (18) ‘on W17 2 €2 (B72)

The length 1s 3508.24 meters. nax
The width 1s 271,37 meters. min
The display type 1s ‘fi11-polygo-*, The
The area 13 112801,81 square met. 3. The
The compactness iy 0,03, The

' The
george washington university (memorial gym) The

Role 1D: ‘'MULDSL® Role painter @0 The
Role name: ‘building' subrole: ‘gymaastium®
Role class: ‘recreattonal’ type: ‘'physical’
Role deriv: 'hand-segmentation’

Role mark: ‘none’

status: ‘active’
18 Peints Generic namo: 'dcl8di8' Feature type: ‘ares

cuocrd: lat N38 84 1 (2129) lan W77 3 6 (780)
coord: tat N38 8) 88 (682) lon W17 3 2 (309
length t3 72.83 maters.

width i3 67.86 metets,

haight 13 18 maters.

display type 1z ‘3D-structure'.

arna 13 44688.37 square meters.

compactness 13 0.03.

guorge washington untversity (Vlisner hi\!)
Role ID: 'BULDINY'

Rnle pointer &0

30 Role ID: ‘D3IID172' 3D Role pointer @0
composttion: ‘cencrete':
status: ‘active’
19 Points Generic name: 'dci8817' Feature type: ‘area
max coord: lat N3S 8, B3 (2t1) ‘ton WI? 3 O (238)

min coord: Yat N3& 83 B0 (722) lom W?? 2 87 (872)

The length 1s 08.23 meters. max
The width is 56.60 meters. min
The hatght 1s 18 meters. The
The display type 1s ‘Ju-structure'. The
The areas 13 2883.40 square meters. The
The compactness i3 0.06. The

The

Role name: ‘building' subrole: 'student untion’®
Role class: ‘educational’ type: 'physical’
Rote dertv: ‘hand-segmentatton’

Role mark: ‘none’

30 Role ID: °DIIDIS* IO Role potnter 60
composivtion: ‘concrete’ d&& ‘'brick’

19 Points Generic name: 'dcl8s18’ Feature type: ‘area

coord: lat NI 84 1 (99) 1lon W27 2 83 (44)
coord: lat N33 53 88 (802) \Von W27 2 49 (A78)
length 1s 84,14 maters.

wigth i3 84.90 meters.

hoight is 23 meters,

displuy type ts 'ID-structure’.

area is 2695.99 square meters.

The compactness 1s 0.04.

Figure 3-8: Multiple Roles for ‘george washington universit;’

In MAPS we perform geometric computations on the feature data in the gendetic
coordinate system using point, line, and polygon as map primitives. We constrain search
by using a hLierarchical representation computed directly from the underlying map data.
These spatizl constraints can be viewed as natural, that is, intrinsic to the data, and may
have some ana.ogy to how humans organize a "map in ths head" to avoid search. For
example, when a tourist who is looking on a map for the location of the Washington
Monuraeunt is told *hat the building is in Northwest Washington, they wiil not spend much
tim: looking at the portion of the mnap containing Virginia. Depending on their familiarity
with the area, they may avoid looking at much of the map outside of Northwest
Washington. Ir they aie also unld that the monument is also near the tidal busin, that
should further consurain their search. As we begin to represent large numbers of map
features with more complex interrelationships, we believe that the use of natural
hierarchies i1 urban areas, such as political boundaries, neighborhnods, commercial and
industrial areas, serve to constrain search. They may also allow us to build systems that
organize data using spatial relationships that are close to human spatial models.
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kennedy center (.) kennedy center (concert hall)

Role 1D: ‘SULOA* Role pointer @0 Rule ID: ‘BULDY® Role pointer @0 -
Role namd: ‘butlding' subrole: ‘concert hall® Role name: ‘butliding' subrole: ‘'performing arls comp
Rele class: ‘cultural festure' tvpe: ‘physicel’ Role class: '“ultural feature' tyge: ‘aggregcie-phy
Rote deriv: ‘laadmark-description’ Role dertv: ‘lerminal-‘nreraction’

Role mark: ‘none’ Role mark: ‘'none’
30 Role 1D: 'NIID21' 33 Role pointer &0 30 Role ID: 'DIID1° 30 Rols potnter 80

1 Point Ganert. name: ‘unknown' Feature typs: ‘point’ composition: ‘concrete’ && ‘stone’

WAz coord: lat N38 83 44 (880) on W?7 3 21 (100) status: ‘active’

min coord: lat NS 83 44 (880) 1on W77 3 21 (100) 8 Potints Generic name: 'dc3B817' Feature type: 'area

latitude 30 83 44 880 max coord: lat N38 353 44 (380) lon WI7 3 24 (28)3)

Tongitude 277 3 21 100 nth coord: lat N38 53 41 (228) lom W27 3 19 (848)

elovation 0 meters The length 1s 193.01 meters.

908,237 1n /vise/washdc/wgl/dcil17/1bw. img The 2idah s 113.81 meters.

lTandmark tmage at resolution i The height 13 24 meters,

The age is 22 years.

The dispiay type 18 'd0-structure'.
The area 13 127127.68 square meters.
The compactness 1s 0.00,

kennedy center
Defintition: A performing arts cc.plex in northwest DC. Located on the east
bank of the Potomac, adjacent to Theodore Rousevelt Island,

Description: Located at the corner of New Hampshire Ave. and F St,, N.W.
Dedicated to the performing arts, the center houses a concert hall, agpera
house, stage theater and f1Im theater. Performances are throughout the
year. The National Symphony and American Ballet Theater are the restdent
symphony and ballets, respectively. fJesutiful gppointments throughout the
butlding are gifts from al) over ihe worlid, given in memory of John Kennedy
for whom the center serves ar & living memocial. The rooftop affords a
city-wide view, while the terrace provides a panorama of Virgiata just
acrose the Potomac,

The landmark image 1s oriented with north at the tap.

The hetght 15 3C meters.
The diiplay type i3 ‘point',

Figure 3-7: CONCEPT for '’kennedy center’

-

3.3.1. Hierarchical Containment Tree

The hierarchical containment tree is a tree structure where nodes represent map
features. Each node has as its descendants those features that it completely contains in
<latitudelongitude/elevation > space. The hierarchical tree is initially generated by
obtaining an unordered list of features (containment list) for each map database feature.
Starting with a designated root node (‘greater washington d.c.’) which contains all
features in the database, descendant nodes are recursively removed from the parent node
list if they are already contained in another descendant node. The result is that the parent
node is left with a list of descendant features that are not contained by any other node.
These descendant nodes form the next level of an N-ary tree ordered by the ’contains’
relationship. This prccedure is performed recursively for every map feature. Terminal
nodes are point and line features, or areal features that contain no other map feature. We
will discuss the point containment and closest point computation using the hierarchy tree
in the following section.

Figure 3-8 shows a small section of the hierarchical containment tree. The use of
conceptual features-- features with no physical realization in the world but which
represent well understood spatial areas-- can be used to partition the database. In this
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case the map featurn ‘foggy bottom’ allows us to partition some of the buildings and roads
that 8. contained within 'northwest washington’. As more neighborhood areas and city
districts are added to our database, we expect to see improved performance especially in
areas with dense feature distributions. This will also improve the richness of the spatial

17

description available to the user.
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for ‘contaians’ for ‘northwest washingtom'
‘memillan reservoier (role: 0)°
‘kennedy ceuter (role: 0)°
‘elltpse {role: 0)°
‘enccutive affice buildiag (role: 0)'
‘white houge (role: Q)°
‘treasury butlding (role: 0)°
‘department of commerce (role: 0)°
‘suseum of history and technology (role: 0)°
‘key bridge (role: 0}°
‘thomas circle (role: 0)°
‘dupoat circle (role: 0)'
‘foggy dettom (role: 0)°
‘whitehurst freeway (role: 0)°
‘mcloan gardens (rels: 0)°
‘macomd playground (role: 0)°
‘theodors rogsevelt island (rele: 0)°'
‘iatertor department (role: 0)°
‘district building (role: 0)°
‘lafayette park (role: 0)°
‘congtitution hal) (role: 0)°
‘national press butlding (role: 0)°
‘23rd street {role: 0)°
‘constitution avenue (rale: 0)°
‘vieginia avenue (rele: 0)°
‘nattons) zoe (role: 0)'
‘georgetown (role: 0)*
‘glover park {role: 0)°
‘national cathedral (rele: 0)'
‘213t street (role: 0)°
‘north 20th strest (role: 0)°
‘19th street (role: 0)°
‘sast pennsylvania avenus (raole: 0)°'
‘e street (role: 0)°
‘treasury place (role: 0)°
‘state place (role: 0)°
'26th street (role: 0)°
‘west pennsyvania aveaue (role: 0)°
‘18th street (role: 0)°
‘1 street (role: 0)'
‘vermont avenye (role: 0)°
‘13th street (role: 0)°'

for ‘contains' for ‘'foggy bottom®
‘kennedy center (role: 1)'

‘washington circle (role: 0)°

‘state department \rale: 0)'

‘american pharmaceutical association (role: 0)'
‘national academy of scienses (role: 0)°
‘faderal reserve board (role: 0)°

* ationsl science foundation (role: 0)°
¢ivil service commission (role: 0)°'

‘c street (role: 0)°

‘22nd street (role: 0)°

entry 10: ‘south new hampshire avenue (role: 0)'
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" Figure 3-8: MAPS: Hierarchical Spatial Containment
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3.2.2. Hierarchical Search

In this section we discuas the use of our hierarchical organisation to partition the map
database to improve performance by decreasing search when computing the spatial
relationships of map features. The hierarchical searching algorithm is basically an N-ary
tree searching algorithm. Consider a user at the CONCEFTMAP image display who points
at an island in the image and invokes the geometric databass to compute its symbolic
description. First, using image-to-map correspondence, the system calculates the
following map coordinates:

latitude N 38 53 49 (276)
longitude W 77 03 63 (337)

Thix point is converted into a temporary map database feature and is tested against the
root node of the hierarchy tree. If it is not contained in this node (which is generally not
the case), then the point cannot correspond to a database feature, and the search
terminates. The user is informed that the point is outside the map database. This can
occur by pointing at an image that'is outside the coverage area of the database or by user
entering arbitrary coordinates through the terminal keyboard. Therefore the database has
some crude idea of its extent of map knowledge. If the 'contains’ test succeeds, a recurzive
search of the hierarchy tree is performed, by testing containment against the siblings of
the nodo just tested. The search allows several paths to exist for any point, thus more
than one sibling may contain a path to the point. This sort of ancmaly occurs when a
feature happens to exist in the intersccting region of two larger regions. However, if the
- feature is not contained by the node, then it cannot be contained by any of the node's
descendants, and that portion of tha tree is not searched further. Figure 3-9 shows the
answer to our hypothetical query. The query point is coritained within 'theodore roosevelt
island’, and two search paths in the containment tree are given. In this example, 'theodore
roosevelt island’ is wholly contained within the ’potomac river’ and ’northwest
washington'. Since the 'potomac river’ is only partially contained within 'northwest
washington’, and vice versa, two independent paths through the tree are found. The same
mechanism used for point queries is used for line and polygon features, although the
primitive determination of containment is specialised for the geometric type of the
feature.The ability to perform hierarchical search and to represent multsple paths through
a spatial database addresses some of the major flaws with pure hierarchical
decompositions. In CONCEPTMAP it is the basis for 'level of detail’ queries using depth
limiting search, described in Section 2.2, by associating a scale attribute with each node in
the tree. When the scale of the node is finer than the search scale, search is terminated at
that node. The successful search path to that point is returned. We have recently
implemented this technique and have used the scale of the imagery being displayed to set
the search scale attribute by making some simple assumptions about the ground sample
distance of the imagery. It is very interesting to point to an area in a 1:128000 scale image
window, perform a hierarchical query, and then perform the same operation in a 1:12000
scale image window. One can observe that the search is significantly faster using the low
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This node belongs in the following place(s):
database ‘'washdc' last compiled '9/4/86°
3 entries for 'contains’ for 'theodore roosevelt island (Role: 0)'

entry 0: ‘northwest washington (Role: 1)’
entey 1: ‘district of columbia (Role: 0)°'
- entry 2: ‘greater washington d.c. (Role: 0)°

90000808008 A N ) ®0escdeeseces
2 entries for ‘'contains’ for ‘'theodore roosevelt island (Role: 0)°
entry 0: ‘potcmac river (Role: 0)°'
entry 1: ‘greater washingtan d.c. (Role: 0)°

Figure 8-9: MAPS: Containment Tree Entry for
Theodore Rooaevelt Island

resolution image (1:128000) and that features reported by the high resolution search are
omitted under low resolution. A rigorous analysis of speedup is difficult since it depends
primarily on the distribution of features, their spatial relationships, and the location of the
query with respect to feature density. However, we observe factors of 30 to 100 speedup
over brute-force containment queries using our hierarchical search. An additional speedup
factor of § to 10 can be achieved using depth limiting search. Using the CONCEPTMAP
Washington D.C. database with approximately 250 concepts and 600 roles such queries
take between 1 and 5 cpu seconds on a VAX 11/780 with floating point accelerator. In
Section 3.4 we describe the use of simultaneous hierarchical queries in multiple databases
using this same methodology.

3.3. Unifying Spatial and Factual Queries
In Section 3.1 we described the three levels of attribution available for concept and role
schemata. In this section we describe the user’s view of these attributes via database
query. As depicted in Figure 3-10, there are three broad classes of queries available to
users within CONCEPTMAP. Spatial queries can be performed by specifying a concept or
role schema, or by indicating an area of interest on an image display. Factual queries are
specified by constructing a query schema by specifying one or more slot values for any of
the three classes of role slots. Some representative attributes are given in Figure 3-11.
" Both exact and partial matching can be performed between the constructed query schema
and CONCEPTMAP role schemata.

The result of spatial and factual queries is the production of a query-list schema. This
query-list contains a list of role-td values that satisfied the query. In the case of spatial
queries, if may contain geometric facts related to the query, such as the actual computed
points of intersection, adjacency, or minimal distance., The third class of queries is logical
operations on these query-list schemata. They include logical-and, logical-or, logicii-not
and logtcal-exclusive-or. In addition, operations to query on role schema that are
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Spatial Factual Query-List Set
suosumed by exact template match logical and
intersection partial template match logical or

closest logical exclusive or
adjacent logical not
in-radius

cuntains

‘i Figara 3-10: Query Operations on Role Schemata

principal role for concepts, to merge query-iist schemata, and to enumerate all roles given
the concept principal role are available, The user’s view of spatial attributes is uniform
and hides the actual implementation of each attribute class; all attributes in Figure 3-11
are available for factual queries. Combinations of spatial and factual queries are possible
by performing each query and performing the appropriate query-list set algebra. The
CONCEPTMAP query interface can name and save query-lzst schemata for future use. An
example of this is memo-files which cache praeviously computed ..atial relationships
performed over the entire database. The user can choose to use the memo-files or
compute these relationships dynamically. However, for the most part, application
programs rather thaa interactive human users make use of the memo-file. A case in point
is the SPAM system (section 4.4) which stores spatial relativnships developed during image

analysis.
System Deiined User Defined
rolename composition
roleclass status
rolatype class
roledarivation ' activity
subrolename

Property List Descriptions

e e e e At e e e ey 4 S S e e

length width height

radius age capacity

stories basement population

display-type multi-fanily single-family

area compactness fractional fill

scale perimeter color N DR

shape jz
::;:
l’v

Figure 3-11: Template Match Query Attributes ’J"i'
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3.4. Integrating Multiple Databases

Collections of CONCEPTMAYP databases can be searched to satisfy spatial queries. The
hierarchy tree associated with each CONCEPTMAP database contains the spatial extent of
the database and can be used to quickly detect whether a query can potentially be satisfied
by searching the tree. Entire trees can therefore be pruned from consideration using a
simple test for spatial overlap. Since the concept-id and role-td are uniquely assigned by
the system, concepts and roles are not restricted to a particular database, they can be
replicated or referenced by making 4 copy cf the identifier and ~an be uniquely determined
by referencing the identifier within the context of a named CONCKPTMAP database.
Figure 3-12 shows how concepts can be shared among databases. The databases USA and
WASIIDC contain the concepts ’virginia’, 'maryland’, and ’district of columbia’. The
concept 'national airport’ is represented in WASUDC and NATAIR. Within the WASIIDC
database 'national airport’ is represented by its principal role while the NATAIR database
contains role schema for runways, terminal buildings, hangars, and other features at the

airport.
MULTIPLE CONCEPTMAP DATABASES
USA GREATER : NATIONAL AIRPORY
DATABASE WASHINGTON
0C
ALABAMA VIRGINIA NATIONAL AIRPORT
CONCEPTS| ARIZONA MARYLAND MAIN TERMIWAL
ARKENSAS DISTRICT OF COLUMBIA  NORTH TERMINAL
CALIFORNIA NORTHWEST CARGO TERMINAL
NORTHEAST LONG TERM PARKING
: SOUTHWEST SHORT TERM PARKING
. SOUTHEAST )
: TIDAL BASIN
WISCONSIN NATIONAL AIRPORT .
WEST VIRGINIA DULLES AIRPORT RUNWAY 1
WASHINGTON ANDRFW AFB RUNWAY 2
WYOMING FOGGY BOTTOM PARKING APRON

Figure 3-12: Multiple CONCEPTMAP Database Organization

There are ..everal applications for such a decomposition.

e Large monolithic databases can be partitioned to improve average retrieval
performance.

o Databases can be physically disjoint, i.e.located on several workstaticns
conne~ted by a local area network.

e Databascs can be specialized for particular tasks by grouping concepts and
roles with common properties.
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One obvious problem is that of data consistency. In order to insure consistency of
concepts across multiple databases we limit database modification to the addition,
modification, and deletion of non-principal roles. That is, the concept-name, concept-id
and principal role cannot be changed unless all instances of the concept are deleted.
However, the number of non-principal roles associated with the concept can vary, as
shown in the previous example. Some of these restrictions can be relaxed by employing a
more sophisticated transaction monitor and locking mechanism.

| An example of the utility of spatial queries across multiple databases is illustrated by the
following example. Consider a spatial query to the CONCEPTMAP database using the
geographic location of the main terminal building at National Airport in Washington

D.C..

latitude N 38 60 55 (628)
longitude W 77 02 31 (347)

Using multiple datahases, USA, WASIIDC, and NATAIR the containment trees in Figure 3-13
are generated. In the context of the USA database the query point is fuund as within the
concept 'alexandria’, within ’'national airport (Role 1)’ in the context of WASIIDC, and
within 'national airport (Role 10)’ in database NATAIR. Depending on the specific task,
this basic information can be used to query and infer relationships across databases such
&3: Is ’national airport’ contained within ‘alexandria’?. Additionally, multiple database
search allows applications to locate a highly detailed database with limited area coverage
(NATAIR) withia a larger context (WASHDC and USA) without specifically generating those
relationships or generating and searching 4 single large monolithic database.

This node belongs in the following place(s): {
database ‘usa’ last compiled '8/24/88'

2 entries for ‘contains' for ‘alexandria (Rols: 3)°*
entry 0: ‘virginia (Role: 0)'

eotry 1@ ‘usa  (Role: 0)°'

detabase 'washdc' last compiled °‘9/4/88°
3 entries for ‘contains’' for ‘national airport (Role: 1)°'

entry 0: ‘nattonal atrport (Role: 0)°
entry 1: ‘virginta (Role: 0)°*
antry 2: ‘greater washington d.c. (Role: 0)°

database ‘natair' last compiled '4.11/86° Hi

3 sntries for ‘contains’ for 'national airport (Role: 10)' 51
entry 0: ‘national airport (Role: 9)° K
entry 1: ‘natisnal airpor® (Role: 1)° b

ontry 2: ‘nationsa) sirport (Role: 0)°

(]

X

. . <,

Figure 3-13: Search In Multiple Databases "
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4. Applicationof MAPS In Computer Vision and Graphics
In the previous section we have discussed the structure of the CONCEPTMAP database
and some methods to query and access spatial data. In this section we focus on the use of
MAPS by application programs primarily designed to perform analysis and interpretation
of aerial imagery. The interpretation of remotely sensed data requires knowledge about
the scene under consideration. Knowledge about the type of scene (airport, suburban
housing development, urban city) can aid in low-level and intermediate-level image
analysis, and can be expected to drive high-level interpretation by constraining scarch for
plausible consistent scene moclels. Loosely speaking, this knowledge base should contain
known facts and spatial relationships between objects in an area of interest, access to
historical or a priori map knowledge, and methods to relate earth coordinates to pixel
locations in digital imagery. Unfortunately, these spatial database capabilities are
somewhat different than those found in traditional geographic information systems.
‘ Other issues include methods for spatial knowledge utilization and representation. lor
‘ example, simply having access to cartographic descriptions does not really a<uress the
problem of how to operationalize 1conic descriptions for image analysis and interpretation.
One can identify several explicit requirements for such a spatial database system.

¢ Model spatial knowledge explicitly at multiple ievels of detail.
o Provide access to factual queries using partial matching.
¢ Provide access to imagery and spatial entities using spatial constraints.

| 4.1. A Geodetic Frame Of Reference

An implicit requirement crucial to successful operationalization of spatial knowledge is
that the metrics used by the analysis system be defined in cartographic coordinates, such
as <latitude/longitude/elevation >, rather than in an image-based coordinate system.
Systems that rely on descriptions such as "the runway has area 12000 pixels" or "oil
storage tanks are between 212 and 345 pixels in area” are useless except for (perhaps) the
analysis of one image. Further, spatial analysis based on the semantics of above, below,
left-of, right-of etc., are also inappropriate for generval interpretation systems. To
operationalize metric knowledge one must relate the world model to the image under
analysis. This should be done through image-to-map correspondcnce using camera
models. We can directly measure ground distances, areas, absolute compass direction, and
recover crude estimates of height using a camera model computed for each image under
analysis. The MAPS system allows us to express spatial knowledge in ground based
metrics, which in turn allows us to work with imagery and map data at a variety of scales
and resolutions.
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4.2. Rule-Based Systems In Image Analysis

The primary role for rule-based systems in the analysis of remotely sensed imagery is to
provide constraints so that image analysis and interpretation tools can be used in spite of
their inherently errorful performance. The goal then, is to integrate rule-based systems
with image analysis techniques to constrain the search space of possible scene
interpretations using domain and general knowledge. These constraints can be
characterized as "what to look for” and "where to look for it". Currently, rule-based
systems are most powerful (and successful) in narrow, well-defined task areas. Our
research has been focused on tasks such as road finding and tracking, urban scene analysis,
i and airport scene analysis. These are narrow segments of the much larger problem.
However, as most researchers in this area recognize, we can orly achieve :parse
performance data points in a large task space by building, measuring, and ev:luating
performance systems. It is certainly the case that in order to solve the gencral remote
/ sensing problem an analysis system will require utilization of general problem solving
capabilities and vast amounts of domain and common sense knowledge, currently far
beyond the capability of any research system.

However, even without general probl.m solving capabilities, there is much to be gained
by the development of "existence proof” rule-based interpretation systems. Current image
processing systems are incapable of high-level description of the results of image
interpretation. The combination of a map-based world model and rule-based systems
which have site-specific or task-specific knowledge can be used to bridge the gap between
users and current state-of-the-art image interpretation systems. The long-term goal of our
research is to develop systems which can intecract with a human analyst at a highly
symbolic level, which maintain a world database of previous events, and use expert level
knowledge to predict areas for fruitful analysis, and integrate the results of the analysis
into a coherent model. As we experiment with such systems it is important to explore the
effects and utility of various knowledge sources on the quality of the final image analysis.
Too often, this empirical approach is overlooked, and it is difficult to evaiuate 'where the
action is’ in any particular system. This also implies that researchers utilize system
architectures wher: particular sets of knowledge or extraction techniques can be easily
added or removed for experimentation and measurement.
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In the following sections we will briefly describe several image analysis and
interpretation systems that utilize components of the MAPS system for the representation
of world knowledge, spatial constraints, for the selection of imagery based upon geodetic
coverage and scale, and for computer image generation.
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4.3. Map-Guided Image Segmentation

MAGINNESEG!C is a program that performs map-guided image segmentation. It uses
map knowledge to control and guide the extraction of man-made and natural features
from aerial imagery using a region-growing image analysis technique. MACHINESEG uses
the CONCEPTMAP database from the MAPS system as its source of map knowledge. Figure
4-1 shows the interaction between the map database and image processing and feature
extraction tools. Map knowledge can be used to represent generic shapes, sizes, and
spectral properties typical to a large class of objects such as roads, or can describe specific
featurcs such as known buildings where geodetic position may be known as well as the
more general structural properties. In the latter case we have been able to segment a
diverse set of cultural features such as buildings, reservcirs, and roads using map-to-image
correspondence to project map-based descriptions onto a new image under analysis. This
projection generally only provides a coarse idea of the actual position of the feature, but
greatly constrains search in the image. MACHINESEG uses the following components of the
MAPS system. '

e CONCEPTMAP to retrieve shape and position models.

e Map-to-image correspondence to project models onto new imagery and i image-
to-map correspondence to calculate metric distances and areas.

e CONCEPTMAP to store extracted features from several images prior to
interactive editing and integration into the database.

The notion of map-guided imnage segmentation is not a new one. Many researchers have
discussed the use of a priort knowledge of various object featurcs such as size, shape,
orientation, and color to extract and identify features from an image. However, there are
few, if any, examples of systems that can systematically search through a database of
images looking for examples of particular objects or classes of objects.

It is important to characterize what we mean by "map-guided” image segmentation.
Map-guided image segmentation is the application of task-independent spatial knowledge
to the analysis of a particular image using an explicit map-to-image correspondence
derived from camera and terrain models. Map-guided segmentation is not interactive
editing or computation of descriptions iz the image domain, since these descriptions are
valid only for one specific image. As we have described, each role schema contains a
role-geographic-id which points to a geodetic description
( <latitude,longitude,elevation >) for each map entity in the CONCEPTMAP database.
This description is in terms of points, lines, and polygons, or collections of these
primitives. Features such as buildings, bridges, and roads have additional attributes
describing their elevation above the local terrain, as well as their composition and
appearance. The location of each map feature in the database can be projected onto a new
image using a map-to-image correspondence maintained by MAPS. Likewise, a new map
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"Find all 2 lane roads "Find 'Kennedy Center'
in image 'dc38617'" in image 'dc38617'"
FEATURE DATABASE MAP DATABASE CONCEPTMAP DATABASE
: Generic knowiedge about Knowledge about specific
: roads, buildings, forasts etc. map features
l ' WIDTH 15-20 meters GEODETIC POSITION,SHAPE AND
‘ MINIMAL SPAN 60 meters ::}""' ELEVATION OF 'KEMNEDY GCENTER'
. LENGTH TO WIDTH RATIO > 3 COMPOSITION AND SPECTRAL
E _ _SPECTRAL PROPERTIES PROPERTIES OF 'KENNEDY CENTFER'
? \

~, WIDTH 45-60 Pixels EXPECTED SIML AND POSITION OF

“~ MINIMAL SPAN 150-Pixe1SKENNEDY CENTER' IN IMAGE DC386

\/

IMAGE ANALYSIS TOOLS
*REGION-GROWING®
3D JUNCTION FINDING
STEREO CORRELATION/EPIPOLAR MATCHING

\/

FEATURE EVALUATION
IMAGE TO MAP CORRESPONDENCE
CHANGE DETECTION
EVALUATION
UPDATE NAP

Figure 4-1: MACHINESEG: Map-Guided Feature Extraction

feature can be projected onto the existing image database. If camera model errors are
known, one can directly calculate an uncertainty for image search windows. Further, as
new features are acquired their positions can be directly integrated into the map database
using image-to-map correspondence proceedureé.

Figure 4-1 shows a schematic description of the map-guided feature extraction process in
MAPS. There are two methods for applying map knowledge to the extraction of features
from aerial imagery. The first method uses generic knowledge about the shape,
composition and spectral properties of man-made and natural features. This may be
provided by the knowledge base of the application. The second uses map-based template
descriptions. These descriptions are stored in the CONCEPTMAP database and represent
knowledge about known buildings, roads, bridges, etc. This knowledge includes geodetic
position, shape, elevation, composition and spectral properties. In the second case, the
position, orientation, and scale are constrained whereas in the first, only the scale can be
determined. In both cases, in order to operationalize spatial knowledge for the analysis of
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a particular image, a map-to-image correspondence is performed.

4.4, Airport Scene Interpretation

SPAM, System for Photo interpretation of Airports using MAPS, is an image-
interpretation system. spAM!' 12 coordinates and controls image segmentation,
segmentation analysis, and the construction of a scene model. It provides several unique
capabilities to bring map knowledge and collateral information to bear during all phases of
the interpretation. These capabilities include:

e The use of domain-dependent spatial constraints to restrict and refine
hypothesis formation during analysis.

o The use of explicit camera models that allow for the projection of map
information onto the image.

o The use of image-independent metric models for shape, size, distance, absolute
and relative position computation.

o The use of multiple image cues to verify ambiguous segmentations. Stereo
pairs or overlapping image sequences can be used to extract information or to
detect missing components of the model.

Figure 4-2 shows the overall organization of the interpretation system. SPAM maintains
.~ internal spatial database that is composed of feature extracted from imagery by various
methods, possibly from several images, where the features are represented in terms of their
geodetic position rather than their image coordinates. In fact, SPAM performs
nterpretation in map-space which allows for a variety of knowledge such as maps and
~wulti-temporal imagery to be handled in a unif:rm manner.

SPAM uses the following components of the MAPS system.

e CONCEPTMAP to retrieve shape and position models and site-specific map
knowledge.

e Map-to-image correspondence to prcject models onto new imagery and image-
to-map correspondence to calculate metric distances and areas.

e Procedures to compute spatial relationships between hypotheses including
containment, intersection, adjacency, closest point of approach, subsumed by.

4.5. Stereo Image Analysis

STEREOSYS! is a flexible stereo verification system. Stereo verification refers to the
verification of hypotheses about a scene by stereo analysis of the scene. Unlike stereo
interpretation, stereo verification requires only coarse indications of three-dimensional
structure. In the case of aerial photography, this means coarse indications of the heights
of objects above their surroundings. STLREOSYS is used within the SPPAM system to
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Figure 4-2: SPAM: System Organization

confirm or refute airport feature hypotheses based upon their three-dimensional structure.

Stereo verification deals with a variety of problems that are not ordinarily present in
isolated experiments with stereo matching and. analysis. Some of the most interesting
problems within the spatial database context are the fullowing:

e How to select an appropriate conjugate image pair from a database of
overlapping images based on criteria that would maximize the likelihood for
good correspondence,

e The image pairs must be dynamically resampled such that the epipolar
assumption (i.e., epipolars are scan lines) used in most region-based stereo
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matching algorithms can be applied.

¢ An initial coarse registration step is generally necessary because the quality of
the correspondence between conjugate pairs varies greatly. In many cases the
magnitude of the initial misregistration is greater than the expected disparity
shift.

These requirements, in turn, raise a broad set of research issues. In terms of spatial
databases the major questions are related to how an aerial image database can be used to
automatically gencrate a usecful stereo pair containing an arbitrary region and how a stereo
| system can handle the misregistration problems inherent in multi-source image databases.
‘ The results of this research indicate that image/map database issues in stereo verification
influcnce the utility of such an approach as much as the underlying stereo matching
algorithm. In fact, they are intimately related. The ability to be flexible in the selection of
stereo pairs provides opportunities for multi-temporal, multi-scale, or multi-look
matching. Equally important is {lexibility in the matching algorithm, especially with
respect to assumptions that require nearly perfectly aligned conjugata images.

|
]

Figure 4-3 shows the overall organization of the verification system. We believe that the
ability to dynamically select conjugate image pairs from a database based upon the region
of interest and knowledge of the requirements of the matching algorithm is required for a
fully automated image analysis system.

STEREOSYS uses the following components of the MAPS system.

e IMAGE database to select appropriate conjugate pair imagery based on time,
scale and flightline information.

o Image-to-map correspondence to resample imagery to a common rectified
projection so that epipolars align as scan lines in the image.

o TERRAIN database for resampling imagery.

4.6. Ccmputer Image Generation

Computer graphics plays an increasingly important role in the general areas of image
processing, photo-interpretation and cartography. We have constructed an interactive
graphics system, wasH3D ! that integrates information extracted from aerial imagery,
digital terrain databases, and cultural feature database and allows a user to generate
cartographically accurate color 3D perspective scene displays of the Washington, D.C,,
area. Figure 4-4 depicts the steps in the generation of a 3D scene. Opportunities exist for
many types of spatial data fusion and generation of specialized scenes simply by the
appropriate selection of subsets of features stored in the MAPS database. The advantages
of a unified database as viewed by the user or application program appear to be very high
when compared to the alternative of specialization within the database for each display
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Figure 4-3: STEREOSTS: Stereo Verification
task. WASH3D uses the following components of the MAPS system.

e TERRAIN database for elevation data and interpolation to arbitrary scene
resolution.

e DMA DLMS database for large scale cultural features and terrain coverage
providing coarse surface material thematic map.

o CONCEPTMAP database for detailed three-dimensional features such as
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30 MAPS DISPLAY
MAPS can be used to generate a 3D scene of a designated area by combining
CONCEPTMAP, TERRAIN, LANDMARK, and MAP databases.

User specifies area of interest by symbolic or signal access, also
specifies 3D viewing position and illumination position

2D THFMATIC/MAP 3D SCENE ! 3D SCENE 1T

DISPLAYS SEARCHES SEARCHES CONCEPTMAP
THEMATTC COLOR DATA TERRATN DATARASF DATABASE
FOR ELEVATION Political
NETAL '8 16 18 15 16 18 CONCEPT2 District of Columbia
|ssnansessmawn; STONE/BRICK 13 13 14 18 14 13 CONCEPTY Northwest th!ng!on
A WATER ’ Natural Features
z 12 12 12 18 12 12 CONCEPT1 Tida) Basin
COMPOSITION 1111 CONCEPT Anacostia River
X Q EARTHER WORKS % 91010 10 10 Residentts)
%NWM TREES 88 9 9 9 9 CONCEPT 81 Georgutown
. CONCEPT 84 Burlefth
. BULLDINGS LAT : N 38 83 21 (499) CONCEPT 88 Alexandria
10N : W 77 2 8 (149) CONCEPT A5 Glaver Park

Figure 4-4: WASH3D: Computer Image Generation

buildings, roads, bridges, and small-scale cultural features omitted from the
DLMS databasa.
¢ LANDMARK database for drawing significant point features.

Photograph 4-5 shows an overview of the Washington D.C. area viewed from the south
with Theordore Roosevelt Island in the center of the scene. The surface coloring is a
combination of the surface material polygons in the DLMS database and transparency
overlay of concepts from the CONCEPTMAP database. For example, the Foggy Bottom
aroa, Reflecting Pool, and White House areas are generated from the CONCEPTMAP
database, as they do not appear in the baseline DLMS data. Photograph 4-6 shows the
same area as Photograph 4-5 except that three-dimensional features such as buildings,
roads, and bridges from the CONCEPTMAP database have been rendered, and the
transparency overlay has been omitted, giving a ccarser impression of surface terrain.
Photograph 4-7 shows a closeup of the Foggy Bottom area with buildings and roads
rendered and with the same enhanced terrain characterization as in Photograph 4-5.
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Figure 4-8: WASH3D: Terrain Scene of Washington D.C. With CONCEPTMAP
Database Overlay
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Figure 4-6: WASII3D: Scene of Washington D.C. With CONCEP'TMAP
Cultural Features
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P

Figure 4-7: WASI3D: Closeup of 1"oppy Bottom Area With CONCEPTMAP

Tervain and Cultura: Features
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5. Conclusions

In this paper we described some thoughts on how Artificial Intelligence might play a role
in the development of enhanced capabilities for spatial databases. We proposed the
extension of the concept of a geographic information system to actively include remotely
sensed data along with image-to-map correspondence capabilities necessary to relate
images, maps, terrain, and external map data into a common geodetic-bas2d
representation, We described a research system, MAPS, which has been developed to
explore these ideas. A schema representation for for spatial data, methods to constrain
search using hierarchical containment trees, depth and breadth limiting search, and the
concept of level-of-detail representations are introduced. Several knowledge-based image
interpretation systems developed at Carnegie Mcllon are used as examples of how spatial
knowledge can be utilized. Specifically, those components of the MAPS system that were
particularly relevant to their overall system design or task performance were described.
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